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Abstract
Within the machine learning community, the notion1

of theory of mind is commonly understood as an2

emergent property of models that are able to make3

predictions about the behavior of others. Within the4

HCI community, the notion of “mental models” in-5

corporates information about the knowledge, skills,6

and intentions of an AI agent. In this technical po-7

sition paper, we synthesize these two views and of-8

fer a single point of view on mutual theory of mind9

(MToM): what it is and how it can be achieved be-10

tween one (or more) humans and one (or more) AI11

agents. Specifically, we argue that uni-directional,12

first-order models (e.g., a human’s mental model13

of an AI agent) are not enough to achieve MToM;14

rather, at least second-order models (e.g., an AI15

agent explicitly models a human’s understanding of16

the AI’s knowledge and skills in addition to the hu-17

man’s knowledge and skills) are required to fully18

see the benefits of MToM. Our analysis aims to19

provide a roadmap for the design of MToM within20

human-AI collaborative scenarios and identifies the21

complexities of its implementation and evaluation.22

1 Introduction23

Theory of mind (ToM) refers to the capability of an individ-24

ual to recognize and understand mental states in both them-25

selves and others [Premack and Woodruff, 1978]. This idea26

has been applied to AI systems in multiple ways. Recent27

advances in large language models have led to speculation28

that they may possess a theory of mind [Terentev, 2023;29

Jamali et al., 2023] (c.f. [Sap et al., 2022]), leading to the30

development of many evaluation benchmarks that assess the31

AI’s ability to take different perspectives, often by solv-32

ing false belief tasks [Kim et al., 2023; Chen et al., 2024;33

He et al., 2023]. Researchers in reinforcement learning have34

also posited that models that predict a user’s behavior may35

possess a theory of mind due to their ability to model as-36

pects of a user’s mental processes [Langley et al., 2022;37

Williams et al., 2022].38

Within the human-computer interaction (HCI) community,39

much work has been conducted on constructing user mod-40

els for the purposes of personalization [Graus and Ferw-41

erda, 2019; Völkel et al., 2019], recommendation [Bakalov et 42

al., 2013], tutoring [Koedinger et al., 2003], and accessibil- 43

ity [Mohamad and Kouroupetroglou, 2014]. Researchers in 44

human-centered AI have begun to explore users’ mental mod- 45

els of AI systems [Andrews et al., 2023; Bansal et al., 2019; 46

Gero et al., 2020]. By identifying discrepancies between the 47

mental models of an AI system’s users and the conceptual 48

models of the system’s creators – what [Ehsan et al., 2022] 49

refer to as “seamful AI” – AI system designers are able to 50

identify opportunities to improve the quality of the user expe- 51

rience. 52

Recently, mutual theory of mind (MToM) has been pro- 53

posed as a framework that captures the mutual understand- 54

ing that is formed between a human user and an AI agent 55

who interact with each other in a conversational space [Wang 56

and Goel, 2022]. In their framework, Wang and Goel as- 57

sert that “all parties involved in the interaction possess [a] 58

ToM” [Wang and Goel, 2022, Introduction]. In addition to 59

possessing a ToM, their framework contains three elements 60

that leverage the ToM to help humans and AI agents reach 61

mutual understanding: 62

• Perceptions (of the other). These perceptions include 63

both 1st order “self’s understanding of other,” and 2nd 64

order, “self’s understanding of the other’s understanding 65

of self.” These perceptions are revised through feedback. 66

• Feedback (to and from the other). Within a conversa- 67

tional interaction, feedback flows between the self and 68

the other via verbal cues (e.g., a statement such as, “I 69

don’t know what you mean.” indicates a lack of under- 70

standing). 71

• Mutuality. As communication is a two-way interaction, 72

both parties in that interaction mutually shape each oth- 73

ers’ perceptions through feedback. 74

MToM emphasizes the reciprocal awareness that exists be- 75

tween interacting agents. This mutual awareness is founda- 76

tional for complex social interactions and cooperative behav- 77

iors as it enables individuals to predict how others will per- 78

ceive their communicative acts and behaviors, and thus, tailor 79

them to avoid misunderstandings before they happen. 80

In this position paper, we advance our understanding of 81

MToM in the following ways: 82

• We synthesize the unique viewpoints of MToM within 83

the ML and HCI communities and offer a harmonized 84



definition that emphasizes the importance of making ex-85

plicit, second-order representations both visible and ed-86

itable to the other.87

• We expand the MToM framework by detailing how to88

implement it within human-AI collaboration spaces89

that consist of a communications channel (i.e. “chat90

space”) and a shared work representation (i.e. “artifact91

space”).92

• We articulate the benefits of an implemented MToM93

on joint human-AI outcomes and identify new research94

opportunities in this space. In particular, we highlight95

the merits of MToM in collaborative scenarios and the96

potential harm in competitive ones.97

2 Defining Mutual Theory of Mind98

In Human Computer Interaction, understanding human per-99

cieve computers and systems has long been a subject of in-100

terest. With the advent of artificial systems, human-AI col-101

laboration research under the umbrella of HCI research fo-102

cuses on three high-level characteristics: what the AI system103

knows, how the AI system behaves, and how users perceive104

on AI systems. While these studies may not say explicitly105

they were examining the mental models of users, HCI re-106

searchers were, without calling it so, examining users’ mental107

models and theory of mind of AI systems. Now, the concept108

of mutual theory of mind is nascent within the HCI commu-109

nity. [Wang et al., 2021] recently introduced the language of110

“mutual theory of mind” to the HCI community, and the first111

Workshop on Theory of Mind in Human-AI Interaction1 will112

be held at CHI 2024.113

In AI research, there’s been a significant emphasis on de-114

veloping systems that can grasp and interpret human mental115

states. The focus aims to enhance AI’s responsiveness to hu-116

man needs and behaviors, making the AI system more user-117

friendly and adaptable [Mantravadi et al., 2020]. AI systems118

have attempted to provide empathetic responses by recog-119

nizing and understanding the emotional states of users [Sun120

et al., 2023a]. NLP algorithms enable AI systems to ana-121

lyze and understand the sentiment behind human language,122

helping the AI to grasp the emotional context of communica-123

tion, fostering a more nuanced understanding of users’ mental124

states [Sun et al., 2023b]. AI systems can create user profiles125

based on historical interactions, preferences, and behaviors.126

By considering individual differences, AI agents can tailor127

their responses and actions to align with users’ unique mental128

states and preferences [Liu et al., 2023]. Despite these ad-129

vancements, each community, whether focused on HCI or AI130

research is tackling these challenges, highlighting a the need131

for more integration across disciplines.132

In Table 1, we present a collection of studies that contribute133

to our understanding of Theory of Mind (ToM) in Human-AI134

collaboration, and move us towards Mutual Theory of Mind.135

While there have been many papers across the two disci-136

plines, we list papers from peer reviewed HCI and ML pro-137

ceedings and categorize them into two distinct groups, Hu-138

man’s ToM of AI, and AI’s ToM of Humans. In our selection,139

1https://theoryofmindinhaichi2024.wordpress.com

we do a targeted survey of literature across both disciplines 140

on papers that model, define, or evaluate human or AI Theory 141

of Mind. Human’s ToM of AI includes research that inves- 142

tigates how humans perceive and interpret the mental states 143

of AI agents in various contexts. Papers categorized as AI’s 144

ToM of Humans flips the perspective, concentrating on how 145

AI systems can be developed to understand and predict hu- 146

man mental states. 147

2.1 HCI Viewpoints 148

HCI researchers have examined various aspects of users’ 149

mental models of AI systems. In a study of people play- 150

ing a collaborative word game with an AI agent, [Gero et 151

al., 2020] identified that the information within participants’ 152

mental models of the AI agent fell into three categories: 153

• The agent’s global behavior. Participants formed an un- 154

derstanding of the AI agent’s overall play strategy and 155

the information across their entire experience with the 156

AI agent (e.g. does the agent remember participants’ ac- 157

tions across gameplay sessions?). Participants’ models 158

of the AI agent’s global behaviors are akin to user per- 159

ception on whether or not a system’s strategy changes 160

over time. 161

• The agent’s local behavior. Participants formed an un- 162

derstanding of why the AI agent took a specific game- 163

play action within each gameplay round (e.g. did the 164

agent just present a clue that was a synonym of the tar- 165

get word?). Participants’ models of the AI agent’s local 166

behaviors are akin to understanding why specific rec- 167

ommendations are made by an AI agent. For example, 168

people’s mental models of error boundaries would fit 169

into local behavior (understanding individual decisions) 170

[Bansal et al., 2019]. 171

• The agent’s knowledge distribution. Participants 172

formed hypotheses about the information on which the 173

AI agent had been trained (e.g. pop culture, geogra- 174

phy) based on their interactions with the agent during 175

the game. 176

When participants had a more accurate understanding of 177

the AI’s capabilities – e.g. they possessed a more accurate 178

mental model – they were able to win the word game more 179

often. 180

This work touches two categories information contained 181

within human mental models: what the AI system knows 182

and how it behaves. Other HCI work has focused on a third 183

category, how users perceive the AI system. The MToM 184

framework proposed by [Wang et al., 2021] offers three 185

constructs relevant to user perceptions of AI: anthropomor- 186

phism, intelligence, and likability. Outside of MToM, vari- 187

ous studies examine aspects of trust in AI systems, includ- 188

ing peoples’ perceptions of reliability, safety, and trustwor- 189

thiness (e.g. [Shneiderman, 2020]), fairness (e.g. [Riemer et 190

al., 2024]), and accuracy (e.g. [Kocielnik et al., 2019]). Trust 191

often manifests as a reliance on the system by accepting its 192

recommendations (e.g. [Bansal et al., 2021]) or using its out- 193

puts in downstream tasks (e.g. [Drozdal et al., 2020]). 194

One aspect recently considered within the HCI literature 195

is the notion of a second-order understanding: the user’s 196



Human’s ToM of AI Context Method(s) Key Findings
[Westby and Riedl, 2023] Conversation Constructed network of Bayesian agents

that modeled mental states of human team-
mates; evaluated with 145 participants
working on hidden profile task in teams of 5

• Humans struggled to integrate informa-
tion from teammates into their decisions

• Humans had cognitive biases which led
them to devalue useful, but ambiguous,
information

• ToM models accurately predicted team
performance

[Wang et al., 2021] Conversation Conducted longitudinal analysis of interac-
tions with a conversational agent via survey
measures and linguistic analysis

• Perceptions of the conversational agent’s
anthropomorphism, intelligence, and lik-
ability fluctuated over time

• Linguistic cues (verbosity, readability,
adaptability) reflected students’ percep-
tion of AI

[Gero et al., 2020] Word game
(Passcode)

Think-aloud and controlled studies of hu-
mans playing a word game with an AI agent • Identified three categories of information

in human mental models: global behav-
ior, local behavior, knowledge distribu-
tion

• Participants tended to lose more often
when they overestimated the AI’s capa-
bilities and won more often when they
possessed an accurate mental model

[Bansal et al., 2019] Decision
making
(Medical)

Controlled study using CAJA (a game-like
platform that simulates decision making) • Easier for humans to form accurate men-

tal models of AI systems when they are
parsimonious and non-stochastic

AI’s ToM of Human Context Method(s) Key Findings
[Kim et al., 2023] LLM Evaluation benchmark that stress-tests ToM

within information-asymmetric conversa-
tional contexts. Data set contains narratives
with characters having preferences, traits,
intentions, and actions. Evaluation ques-
tions ask about first- and second-order be-
liefs.

• State-of-the-art LLMs perform worse
than humans on the benchmark, even
with chain of thought reasoning and fine-
tuning

[Sap et al., 2022] LLM Evaluation of GPT-3 against two ToM
benchmarks [Sap et al., 2019; Le et al.,
2019]

• GPT-3 struggled to accurately complete
ToM tasks, suggesting a lack of ToM

[Le et al., 2019] Conversation ToM benchmark that controls for data irreg-
ularities and biases • State-of-the-art memory-augmented

models fail to solve the ToM tasks
defined in the benchmark

[Nematzadeh et al., 2018] Q&A Benchmark for evaluating question answer-
ing models about their capacity to reason
about beliefs

• State-of-the-art memory-augmented
models fail to solve the ToM tasks
defined in the benchmark

[Rabinowitz et al., 2018] RL sandbox
environment
(Gridworld)

Designed a ToM neural network that uses
meta-learning to build models of the agents
it encounters solely from behavioral obser-
vations

• ToM network accurately learns agents’
desires, beliefs, and intentions, including
false beliefs, by observing their actions

Table 1: Selected literature from HCI and AI on the topics of mental models and theory of mind in AI systems



understanding of the AI’s model of the user. This idea was197

raised by [Wang and Goel, 2022], who emphasized the im-198

portance of, “highlighting the recursive property of the per-199

ceptions during communication” by incorporating a mutual,200

“my understanding of your understanding of my mind” into201

the MToM framework.202

We believe that second-order understandings are a key as-203

pect of MToM: this is where the mutual lives. Yet, little re-204

search exists in HCI that examines how to provide users with205

such a second-order understanding, and what the impact of206

that second-order understanding is on joint human-AI out-207

comes. In Section 3, we discuss how users can be provided208

with a second-order understanding by (1) having AI agents209

craft explicit ToM models of their users, and (2) making those210

ToM models transparent and editable by those users.211

2.2 AI Viewpoints212

Much attention in AI has been given to addressing the ques-213

tion of whether machine-learned models, and large language214

models (LLMs) in particular, possess a theory of mind. Many215

benchmarks have recently been developed to assess such216

models for their ability to correctly reason through false-217

belief tasks, the types of tasks used by pschologists to assess218

theory of mind in humans [Premack and Woodruff, 1978].219

The ability to take the perspective of an other to correctly220

solve such tasks implies that the models possess a theory of221

mind.222

FANToM is a benchmark that evaluates theory of mind223

in a conversational context [Kim et al., 2023]. It measures224

how well a model tracks the beliefs of multiple characters in-225

volved in information-asymmetric conversations. Their study226

found that current LLMs significantly under-perform com-227

pared to humans in this task, even with response guidance228

techniques like chain-of-thought reasoning or fine-tuning.229

They conclude that, “this [theory of mind] capacity has not230

yet emerged in any manner” [Kim et al., 2023, Conclusion &231

Discussion].232

OpenToM [Xu et al., 2024] is another ToM benchmark and233

improves upon prior conversationally-situated benchmarks234

by introducing longer narratives, characters with personality235

traits, actions triggered by characters’ intentions, and ques-236

tions that challenge LLMs’ abilities to model characters’237

mental states of both the physical and psychological world.238

One characteristic of OpenToM is that the questions it con-239

tains for each story cover both first-order ToM and second-240

order ToM. For example, a first-order ToM question asks di-241

rectly about a character’s perception of the world (e.g., “From242

Sam’s perspective, is the rubber duck in its initial location by243

the end of the story?”), whereas a second-order ToM question244

asks about a character’s belief of another character’s mental245

state (e.g., “From Sam’s perspective, does Amy think the rub-246

ber duck is in its initial location?”). In an evaluation of current247

LLMs, the authors concluded, “state-of-the-art LLMs thrive248

at modeling certain aspects of mental states in the physical249

world but fall short when tracking characters’ mental states250

in the psychological world” [Xu et al., 2024, Abstract].251

Computationally, there are multiple levels of abstraction252

at which it may make sense to simulate the minds of others253

in the context of reinforcement learning. The most straight-254

forward approach is called imitation learning (or behavior 255

cloning) [Bain and Sammut, 1995] in which the regression 256

problem from inputs to actions is treated as a supervised 257

learning problem based on the observed behavior of others. 258

In the machine learning literature this has been considered 259

both in the case in which states or observations are the only 260

input [Rabinowitz et al., 2018] and in the case where the re- 261

cursive theory of mind process is unrolled to a fixed maxi- 262

mum depth [Moreno et al., 2021]. On the other hand, in a 263

reinforcement learning context it may also make sense to con- 264

sider theory of mind with respect to other agents with a higher 265

level of abstraction i.e. on the level of underlying motiva- 266

tions rather than low-level primitive actions. AI researchers 267

have formalized this idea as inverse reinforcement learning 268

[Jara-Ettinger, 2019]. By observing how someone acts, then 269

working backward to guess their motivations and goals, in- 270

verse reinforcement learning can make accurate predictions 271

about their underlying reward function, and thus their inten- 272

tions. Reinforcement learning approaches typically assume 273

a ground truth ToM model is unavailable, and learns deci- 274

sion rules that chooses actions (or prediction rules) that have 275

tended to work best in the past. If a ToM model is avail- 276

able, planning approaches, such as search or dynamic pro- 277

gramming can be used to consider the thoughts and actions 278

of others in various games [Ho et al., 2022]. 279

Despite the preponderance of evaluative benchmarks that 280

assess the extent to which AI models are capable of possess- 281

ing a theory of mind, less attention has been given to un- 282

derstanding how such models can be constructed, especially 283

in human-AI interaction scenarios. In an RL setting, [Rabi- 284

nowitz et al., 2018] discuss how explicit ToM models may 285

be constructed, but their evaluation was limited to an envi- 286

ronment of simulated RL agents. [Westby and Riedl, 2023] 287

explored the ideas of evaluating an explicitly-represented 288

ToM with human participants. They used a Bayesian ap- 289

proach to collectively model the mental states of human 290

teammates from observed communication. In their evalu- 291

ation, they found that, “our Bayesian agent is robust and 292

achieves high performance... providing a pathway to imple- 293

ment high-performing human-AI teams” [Westby and Riedl, 294

2023, p.6125]. We believe more work such as this is needed 295

to understand how to effectively leverage ToM to improve the 296

quality of joint human-AI outcomes. 297

2.3 Harmonized Definition of MToM 298

Given the unique viewpoints identified across both the HCI 299

and AI literature, we offer the following definition of mutual 300

theory of mind between a human and an AI agent: 301

Mutual theory of mind (MToM) is an understand- 302

ing possessed by one (or more) human actors and 303

one (or more) AI agents in an interaction space in 304

which each party possesses an explicit model con- 305

taining both first- and second- order perceptions 306

of knowledge, skills, beliefs, and goals, and where 307

those models are mutually visible and mutually up- 308

datable through interaction. 309

We illustrate this definition in Figure 1. This definition 310

contains three key desiderata, motivated by the literature en- 311
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Figure 1: Visual depiction of mutual theory of mind (MToM). The human’s mental model of the AI is explicit (e.g. represented as text)
and incorporates (a) first-order information about the AI, and (b) second-order information about the AI’s model of the human. The AI’s
representational model of the user is also explicit (e.g. represented as text, as a learned RL policy, as a neural network, etc.) and incorporates
(c) first-order information about the human, and (d) second-order information about the human’s mental model of the AI. (e) Both the human’s
mental model (via its representation) and the AI’s representational model are visible and updatable by the other party.

countered in our search (Table 1).312

Explicit models313

Each party has an explicit model of the other’s knowledge,314

skills, beliefs, and goals. These models are used to both rep-315

resent the other’s (mental) state and predict their behaviors.316

This desiderata was derived from the following observations:317

• A human’s model of AI includes information about its318

knowledge and (local & global) behavior [Gero et al.,319

2020].320

• Each agent has perceptions of the other agent. These321

perceptions include a first-order “self’s understanding322

of other” and a second-order “self’s understanding of323

other’s understanding of self” [Wang and Goel, 2022].324

• A human’s model of AI includes beliefs about it’s325

human-likeness (anthropomorphism), its intelligence,326

and its likability [Wang et al., 2021].327

• An explicit ToM model may be constructed from behav-328

ioral observations [Rabinowitz et al., 2018].329

• An AI may model the beliefs of a human [Westby and330

Riedl, 2023].331

Mutual visiblity332

Building on the desidarata of explicit representation, each333

party is able to have visibility into the other’s ToM model.334

Human users may be provided with textual or graphical rep-335

resentations of the AI’s ToM model. AI agents may be pro-336

vided with representations of a human’s ToM model, such as337

a textual representation that can be included within an LLM338

prompt. This desiderata was derived from the following ob-339

servations:340

• Inferred context about a user’s desires can be rendered341

in a UI [Jain et al., 2018].342

• Visualizing RL policies and ToM models makes the343

decision-making processes of AI transparent, showing344

how the agent predicts and responds to human actions.345

Mutual updatability 346

Once a ToM model has been explicitly represented and made 347

visible, it can now be updated. Mutual updatability refers to 348

the ability for each party to make updates, both to their own 349

ToM model and the ToM models of others. These updates 350

may take place through the interactional space (e.g. a user 351

comments to an AI, “I think you are highly intelligent” to 352

update the AI’s model of them). They may also take place 353

out-of-band, such as in a direct manipulation interface (e.g. 354

a user moves a slider along an axis of “Python skill level” to 355

update the AI’s model of them). This desiderata was derived 356

from the following observations: 357

• Feedback flows between self and other via verbal and 358

behavioral cues [Wang and Goel, 2022]. 359

• ToM models may be updated in real time [Westby and 360

Riedl, 2023]. 361

3 Implementing Mutual Theory of Mind 362

In human-AI interaction, mutual theory of mind means that it 363

is expected that AI systems will not only grasp human mental 364

states but also show awareness of how humans perceive the 365

AI system’s capabilities and intents. This bidirectional un- 366

derstanding is crucial for creating more natural, effective, and 367

trustworthy interactions between humans and AI. Integrating 368

Mutual Theory of Mind into AI systems could substantially 369

enhance the user experience by fostering trust between hu- 370

mans and AI, leading to more appropriate reliance and, con- 371

sequently, improved outcomes. In human-AI communication, 372

Wang et al. posited the mutual theory of mind framework for 373

enhancing understanding in human-AI communication, fo- 374

cusing on three elements: perception, feedback, and mutual- 375

ity, which interact across three stages [Wang and Goel, 2022]. 376

Perception involves both humans and AI continually adjust- 377

ing their understanding of each other’s minds, encompassing 378

not only direct understanding but also how each perceives the 379

other’s view of their mind. This recursive perception is vital 380



for effective communication. Feedback, both verbal and be-381

havioral, is crucial in this process. Generated based on these382

perceptions, it varies in complexity and is integral in shaping383

and reshaping mutual understanding between humans and AI.384

Mutuality emphasizes the two-way nature of communi-385

cation, with both parties actively influencing each other’s386

perceptions through feedback. The [Wang and Goel, 2022]387

framework is represented in three stages: construction of the388

AI Theory of Mind, Recognition of AI’s Theory of Mind,389

and Revision of AI’s theory of mind. The AI interprets user390

feedback to understand and predict the user’s mental states,391

guiding its responses. The user interprets the AI’s responses,392

forming a theory about the AI’s understanding of their mind393

and its capabilities. The user’s feedback leads the AI to revise394

its understanding of the user’s mind, essential for maintain-395

ing effective communication. MToM in human-AI commu-396

nication is a dynamic, interactive process where perception,397

feedback, and mutuality work across these stages, crucial for398

achieving a mutual theory of mind between humans and AI.399

This mutuality can be implemented in spaces in which hu-400

mans and AI agents communicate with one another to achieve401

a shared goal.402

3.1 Developing Reciprocal Models for Mutual403

Theory of Mind404

Modeling ToM is a potential approach to studying and en-405

hancing Mutual Theory of Mind within human-AI interac-406

tion. Recent work by [Westby and Riedl, 2023] shows the po-407

tential of leveraging a network of bayesian agents to simulate408

the mental states of team members by analyzing their commu-409

nication. The work demonstrates that these agents can gen-410

erate interventions that enhance the collective intelligence of411

human-AI teams beyond what humans alone would achieve.412

Other work by [Rabinowitz et al., 2018] modeled AI theory413

of mind and was able to predict mental states of AI agents414

using meta learning. AI agents modeled behaviors and false415

beliefs by observing their actions. Building on these methods,416

ToM can be extended to MToM. The framework goes beyond417

one way prediction (AI predicting mental states). The sec-418

ond order prediction requires the AI to simulate how humans419

would predict the AI’s actions based on observable behaviors420

and vice versa.421

4 Benefits of Mutual Theory of Mind422

Theory of Mind (ToM) is generally considered a positive trait423

in both humans and artificial intelligence systems. It allows424

individuals to understand and predict the behavior of oth-425

ers, leading to more effective communication, cooperation,426

and social interaction. However, whether ToM is inherently427

“good” depends on how it is used and applied. In collab-428

orative contexts, MToM can facilitate teamwork, coordina-429

tion, and mutual understanding. For example, AI systems430

with MToM capabilities can better collaborate with humans431

in tasks such as teamwork, tutoring, or caregiving by under-432

standing and responding to human intentions and emotions.433

In these scenarios, mutual theory of mind fosters empathy,434

trust, and cooperation, leading to positive outcomes for both435

humans and AI systems.436

Through MToM, individuals are able to discern not just 437

the intentions and states of others but also the competen- 438

cies and constraints of AI systems. Gaining a precise com- 439

prehension of what AI systems are capable of is crucial for 440

establishing a degree of trust that is balanced, avoiding the 441

extremes of insufficient trust, which may lead to the under- 442

utilization of AI, and excessive trust, which can cause an 443

overreliance on these systems. Trust is a fundamental ele- 444

ment of MToM, acting as an important element of success- 445

ful human-AI collaboration. The challenge of establishing 446

appropriate trust in AI systems is further complicated by in- 447

stances of overreliance, which can impede effective human- 448

AI collaboration. Such overreliance often leads to uncrit- 449

ical acceptance of AI recommendations, even when incor- 450

rect. To foster effective collaboration, it is crucial to culti- 451

vate a balanced trust that accurately reflects the AI’s capabil- 452

ities , a process intimately connected to a mutual understand- 453

ing of each other’s cognitive states—MToM. Definitions of 454

reliance on AI span a spectrum, from adherence to AI ad- 455

vice to the proportion of accepting either correct or incor- 456

rect AI guidance [Buçinca et al., 2021; Jakubik et al., 2022; 457

Abrini et al., 2025]. 458

In collaborative contexts in which the goals of the AI sys- 459

tem and the human are aligned, MToM fosters improved col- 460

laboration, enabling AI systems to better understand human 461

intentions and behaviors. This capability extends to enhanced 462

communication, as an AI system can tailor its interactions to 463

align with human expectations making the exchanges more 464

successful. For example, when a users asks an LLM to ”ex- 465

plain quantum computing to me,” if the LLM is equipped with 466

MToM, it can infer the user’s level of understanding and tai- 467

lor its response accordingly. This means the LLM can discern 468

whether the user seeks an explanation of quantum computing 469

in simple terms for a layperson or desires a more detailed and 470

technical explanation suited to their background knowledge. 471

By leveraging MToM, the LLM adjusts its communication to 472

match the user’s implied or expressed needs, ensuring the ex- 473

planation is accessible and relevant to the individuals learning 474

context. 475

4.1 MToM in Non-Collaborative Tasks 476

MToM’s integration into AI systems must be thoughtfully 477

calibrated to foster ethical and collaborative interactivity. 478

In non-collaborative contexts, MToM can be leveraged for 479

strategic advantage that do not align with the human’s goals. 480

For example, an AI agent with MToM capabilities may be 481

able to anticipate and exploit the intentions and weaknesses 482

of its opponents to achieve its own goals. While this may be 483

advantageous in certain situations, it can also lead to unethical 484

outcomes, especially if the AI agent uses deception or manip- 485

ulation to achieve its objectives. While not overtly adversar- 486

ial, systems that employ personalized messages to influence 487

user behavior, especially within advertising, inherently pos- 488

sess a potential for conflict. These systems, by design, seek 489

to manipulate users towards specific actions or even political 490

views they might not have considered independently. How- 491

ever, it’s crucial to acknowledge that not all nudging efforts 492

are misaligned with user interests. Some are designed to pro- 493

mote healthier lifestyles or enhance online security, demon- 494



strating that the intent behind nudging can vary significantly.495

AI agents possessing MToM capabilities gain an advan-496

tage over those lacking such understanding, particularly in497

contexts where objectives are misaligned, tasks are non-498

collaborative, or mixed mode tasks (tasks or activities that499

involve a combination of cooperative and competitive el-500

ements). This advantage may not necessarily align with501

human-centric outcomes. In non-collaborative environments,502

for example, an AI with MToM can more effectively antic-503

ipate human strategies, primarily to secure its own victory,504

which would prioritize other goals than supporting the human505

in the interaction. There are many contexts in which the goals506

of the human and the AI agent are not aligned. These contexts507

include social media algorithms that might predict and exploit508

user preferences more accurately for engagement, when pos-509

sessing MToM, pushing content that maximizes interaction510

over user well-being or informative value, surveillance tech-511

nologies can prioritize the collection and analysis of data and512

compromise privacy and freedom, job recruitment tools may513

prioritize streamlining hiring the process and efficiently and514

might perpetuate biases against certain groups of applicants,515

and health care algorithms may prioritize resource allocation516

and cost-effectiveness over patient-centered care. These sce-517

narios illustrate that, although Mutual ToM can improve AI’s518

understanding of human actions and intentions, it does not519

guarantee outcomes that are in the best interest of humans520

in contexts in which the human and the AI’s goals are not521

aligned.522

5 Discussion523

There are numerous unresolved research questions surround-524

ing the concept of mutual theory of mind, particularly in the525

context of human-computer interaction (HCI). A significant526

gap in current HCI studies is the lack of investigation into527

the impact and potential advantages of mutual theory of mind528

within human-AI interactions. Future research could explore529

several key areas:530

• Assessing the Benefits: It is important to determine531

whether MToM leads to improved collaboration out-532

comes. While there is evidence that more accurate men-533

tal models lead to better and more successful outcomes,534

research can be expanded to understand and measure the535

impact of the second-order or even higher-order beliefs536

in human-AI interaction. For example, in addition to537

global behavior, local behavior, and knowledge distribu-538

tion [Gero et al., 2020], how do we measure how the hu-539

man believes the AI perceives them? All aspects of this540

framework can be extended to capture mutuality. For541

example, knowledge distribution can include knowledge542

of the individual interacting with the system. Local be-543

havior can relate to the local behavior in response to the544

user’s behavior and global behavior can encompass how545

a user’s actions impact how a system behaves overall.546

• Addressing Misconceptions: If MToM is found to be547

beneficial, research can identify new effective interven-548

tions and transparency mechanisms aiming at correcting549

inaccuracies in user’s perception and theory of mind of550

how AI systems model their thoughts. How do we foster551

a more accurate MToM that lead to more effective and 552

successful human-AI collaboration? 553

• Ethical Implementation in Non-collaborative Tasks: 554

Ensuring ethical considerations are integrated into the 555

deployment of mutual theory of mind in scenarios where 556

AI and human objectives do not align is another di- 557

rection of research. This includes the development of 558

guidelines to prevent misuse or manipulations of user’s 559

beliefs and perception and ensuring that AI systems 560

transparently communicate their capabilities 561

In AI research, there are additional unresolved questions 562

around MToM. Benchmarks evaluating whether an AI pos- 563

sesses theory of mind of human characters should be ex- 564

panded to incorporate MToM. This goes beyond the exist- 565

ing benchmarks which primarily focus on questions about 566

the beliefs of the AI regarding characters in the conversa- 567

tions. Current benchmarks typically inquire about the emo- 568

tional and physical states of conversations participants [Kim 569

et al., 2023; Xu et al., 2024]. These could be broadened to 570

include prompts for the AI to estimate how it believes a hu- 571

man character perceives the AI’s understanding of their be- 572

liefs capabilities and mental states, particularly in the context 573

of in an interactive context. As demonstrated by [Westby and 574

Riedl, 2023] with modeling human teammate behavior and 575

[Rabinowitz et al., 2018] with model AI agent behavior, we 576

can expand these approaches to model MToM and measure 577

it in interactive scenarios based on observed behaviors. By 578

incorporating scenarios where AI and humans are required to 579

interpret and predict each other’s mental states in real time, 580

we can expand our research on MToM. 581

6 Conclusion 582

We present a harmonized viewpoint of mutual theory of mind 583

that draws inspiration from research across the HCI and AI 584

communities. Our viewpoint emphasizes three key compo- 585

nents of MToM: (1) the use of explicit models by both hu- 586

man and AI agents; (2) a mutual visibility of these models to 587

the other party; and (3) a mutual capability for each party to 588

update both their own and the other party’s model. At a high 589

level, agents use these models to represent the knowledge, 590

skills, beliefs, and goals of the other, although the specific 591

content of the models will likely not be symmetric between 592

humans and AI agents. When MToM is operationalized, hu- 593

mans and AI agents possess models of each other that ex- 594

presses both their understanding of the other party (first-order 595

beliefs) and their understanding of how the other party views 596

them (second-order beliefs). We anticipate both sets of be- 597

liefs to be beneficial at improving joint human-AI outcomes 598

for collaborative tasks. 599
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ler, and Adrian Tsang. An approach to controlling user648

models and personalization effects in recommender sys-649

tems. In Proceedings of the 2013 international conference650

on Intelligent user interfaces, pages 49–56, 2013.651

[Bansal et al., 2019] Gagan Bansal, Besmira Nushi, Ece Ka-652

mar, Walter S Lasecki, Daniel S Weld, and Eric Horvitz.653

Beyond accuracy: The role of mental models in human-654

ai team performance. In Proceedings of the AAAI con-655

ference on human computation and crowdsourcing, vol- 656

ume 7, pages 2–11, 2019. 657

[Bansal et al., 2021] Gagan Bansal, Tongshuang Wu, Joyce 658

Zhou, Raymond Fok, Besmira Nushi, Ece Kamar, 659

Marco Tulio Ribeiro, and Daniel Weld. Does the whole 660

exceed its parts? the effect of ai explanations on comple- 661

mentary team performance. In Proceedings of the 2021 662

CHI Conference on Human Factors in Computing Sys- 663

tems, pages 1–16, 2021. 664

[Buçinca et al., 2021] Zana Buçinca, Maja Barbara Malaya, 665
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